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NERSC Machine Generations: 
1st Level of EE Improvement
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Cori: 5x Edison, ~4 MW

Edison: ~2 MW 

Perlmutter: 3x Cori, ~6 MW



Scientific Computing Energy Efficiency 
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• Avoid Compute Jobs failing
– A SysAdmin challenge for facilities with many users like 

NERSC
• Site Specific Facility Design

– Dissipate HPC waste heat directly to outside environment 
(or another use) as much as possible, and

– avoid vapor-compression based air conditioning as much 
as possible

• Operational tools providing high resolution real-
time performance monitoring & analysis
– Supporting all operational activities 



Shyh Wang Hall (B59) Completed June 2015

• Four-Story 150,000 GSF
– Two 20k sf office floors, 300 

offices
– 20k -> 28k sf HPC floor
– 21.5 MW
– Current demand ~10 MW 

• Energy Efficient
– Year-round compressor-free air 

and water cooling
– LEED Gold Rated Building
– High resolution monitoring
– PUE 1.08 annual avg

• Room Air & Cooling Water
– Most hours, single pass air
– Cooling Towers can provide 75oF 

or colder water all hours of year
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NERSC – Significant Energy User
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At ~40% of campus energy demand, NERSC is a designated SEU and participates within 
the Core Team of the LBNL Energy & Water Management Program



NERSC EE - LBNL Division Collaboration
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Energy & Water Performance Tracking
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• Power Usage Effectiveness (PUE) Total Data Center Energy / HPC Compute Equip. Energy
• IT-power usage effectiveness (ITUE) IT Equipment Energy / Compute Components Energy
• Water Usage Effectiveness (WUE) Water Volume Evaporated / Cooling Plant Energy (L/kWh)

E&WMP Targets for NERSC
PUE <1.1, WUE TBD



OMNI – Monitor and Manage
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- SkySpark – NERSC Metrics Tool
- Ongoing-Cx & Expert Collaboration

- Regular Meetings (ETA-BTUS, kW Engineering)

Operations Monitoring & 
Notification Infrastructure

- Operation Technology Group
- Systems Department

- Building Infrastructure Group
- Systems Department



• SkySpark allows us to create custom real-time data visualizations
• Fast tool for ongoing optimization

Operational Data Analytics (ODA)



Cray XC Series - Dynamic Fan Speed 
Control
• Blower Cabinets (6 High Performance Fans per)

– Variable from 2500 to 4000 rpm
• Dynamic Fan Speed Control saves energy by sensing 5oC processor temp change (HPC load), then
• Adjusts fan speed (entire row) up or down accordingly. Hottest processor(s) set speed on entire row 

– Command line set of a Static cooling coil exiting air temperature (Typ. 68 – 71oF)
• hss.ini SMW file
• Seasonal setting chosen for heat extract ratio of CW = 70 to 80%, balance to room air cooling
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CW 
Supply

CW Return

Merged System & Infrastructure Data 

“Dynamic” Cabinet Air Temperature Too

• Out of the Box operation: Static cabinet air temperature setpoint
– Can’t be set for all weather, so potential CW pumping and XC fan energy 

waste
• Cooling Plant Interactive Operation: Variable cabinet air 

temperature setpoint
– Cooling CW Temps: Cooler cabinet air, so fan speeds turndown
– Warmer CW Temps: Fans turn up and higher cabinet temperature 

setpoint reduces time at 100% open valve position, so pump savings



Perlmutter & NERSC-10 Facility Upgrade Design

• BIG Team provided Facility Design Input
– Ongoing BMS Controls Review
– Commissioning & functional testing scope and review
– Identification of needed equipment and configuration

• Energy Efficiency considerations in Owner’s Project 
Requirements (OPR) during design phases

• Engage with equipment vendors for targeted 
advanced design on components & methods
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Other NERSC EE activities 

• ML based controls (in planning)
– CT Fans vs Pumps optimization (difficult to optimize for 

all seasons)
• Cooling Water Plant COP optimization

– AIOps (HPE)
• Outreach and Collaboration

– EE HPC Working Group
• ODA Subgroup
• Cooling Controls Subgroup

– DOE EERE Office
• LBNL BTUS Division - Data Centers CoE (datacenters.lbl.gov)
• Federal Energy Management Program
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Thank You
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National Energy Research Scientific Computing Center
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Sustainable Berkeley Lab Initiative
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SBL-BIG Identified EE Measures
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Building Management System

• B59 uses the Campus standard WebCTRL system 
from Automated Logic Controls (ALC)
– BACnet based, uses a graphical “Microblock” 

programming language
– Allows owners & operators to manage and customize the 

building controls in-house 
• Most WebCTRL applications are for human comfort 

space conditioning
– NERSC has in-house capability to customize code to our 

specific HPC applications 
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Making HPC Cooling Water 
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Cooling Water Pumps

Heat Exchangers Tower Water Pumps

Cooling Towers

HPC



B59 ALC WebCTRL – User Interface 
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ALC Logic – NERSC Example
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Hot Aisle Containment – Or Hot Air ”Bath 
Tub”

• Really is a “separation” or “chimney” 
system, not full containment
– Installed in stages from 2016 -2018
– Panelized system better 

accommodates equipment churn
• Helps drive hot air to ceiling

– Exhaust fans pull hot air out of the 
building 

– Return fans to AHUs
• Panels located at rack front 

– Provides cabling facilitation above rack 
without penetrations

• Stayed away from drop ceiling
– Seismic floor connection costs
– Fire code complications

• Why Hot instead Cold Aisle?
– Many visitor tours of compute room, 

so human comfort a factor
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